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Learn the Task Specified in the 
Video Demo Through RL

Future Work

Challenge 1:  

Off-the-shelf 
vision models 
provide noisy 

rewards

Challenge 2: 

Certain tasks 
require completing 

subgoals in 
specific orders

SDTW+ reward helps agent  
• achieve higher success rate 
• train stably

Finetuned on Privileged States + Uncertainty Estimation

A good reward 
function needs to: 

Enforce temporal 
constraints 

Avoid reward 
hacking

More Reliable Signal
SDTW Instead of  
Optimal Transport

Cumulative  
Reward Bonus

Enforce Temporal 
Constraints

Reduce  
Reward Hacking

• Learning from human video demos

… … …

• More theoretical analysis on reward 
hacking given different sequence 
matching rewards

‣ Vision encoder that bridges visual 
embodiment gap

• Longer horizon, periodic tasks

‣ More domains (e.g. cooking)
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OT: Optimal Transport DTW: Special Case of SDTW (smoothing param = 0)

DTW+: DTW with Cumulative Reward Bonus
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Visual Encoder SDTW+ as the Sequence Matching Reward Fn

Based on the learner’s progress at time t

Please check out our paper for more results.

Define a class of reward function 
based on the video demo


